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## 1 Moment dynamics

We have derived the master equation for the stochastic immigration-emigration process. $P_{n}(t)$ is the probability that the population size is $n$ at time $t$. It obeys the following master equation.

$$
\begin{array}{ll}
\frac{d P_{n}(t)}{d t} & =\alpha P_{n-1}(t)+\beta P_{n+1}(t)-(\alpha+\beta) P_{n}(t) \\
\text { for } n \geq 1  \tag{2}\\
\frac{d P_{0}(t)}{d t} & =\beta P_{1}(t)-\alpha P_{0}(t)
\end{array}
$$

Instead of solving the master equations (1) and (2) with a certain initial condition, we now focus on the dynamics of expected value and variance of $n$, which turns out to be relatively easy task if we allow the population size $n$ can be negative. Negative $n$ makes no biological sense, but removing the constraint that $n$ should be non-negative merits as we shall see. Now equation (1) is valid for all $n=0, \pm 1, \pm 2, \cdots$. Before we do this, we introduce a useful notation.

The quantity

$$
\left\langle n^{k}\right\rangle=\sum_{n} n^{k} P_{n}
$$

where $k=0,1,2,3, \cdots$ is called the $k$-th moment of a random variable $n$ where $P_{n}$ is the probability distribution of $n$. The summation is taken for all possible $n$.

The zero-th moment is always 1 because it is just the sum of the probability $P_{n}$. The first moment is the expected value of $n, E[n]$, (mean or average), and the second moment is the variance of $n$, $\operatorname{Var}[n]$, plus squared mean.

$$
\begin{aligned}
& \left\langle n^{0}\right\rangle=1 \\
& \left\langle n^{1}\right\rangle=E[n] \\
& \left\langle n^{2}\right\rangle=\operatorname{Var}[n]+\langle n\rangle^{2}
\end{aligned}
$$

## 2 First moment dynamics

Let us first derive the dynamics of the first moment $\langle n\rangle=\sum n P_{n}$. We multiply equation (1) with $n$ and summing up for all possible $n$. The right hand side is

$$
\sum_{n} n \frac{d P_{n}(t)}{d t}=\frac{d}{d t} \sum_{n} n P_{n}(t)=\frac{d\langle n\rangle}{d t}
$$

Here we exchanged the order of taking summation and differentiation. This exchange is not always possible but we can do this for well-behaving functions. The left hand side is

$$
\begin{aligned}
& \sum_{n}\left\{\alpha n P_{n-1}(t)+\beta n P_{n+1}(t)-(\alpha+\beta) n P_{n}(t)\right\} \\
& =\alpha \sum_{n}\left\{n P_{n-1}(t)-n P_{n}(t)\right\}+\beta \sum_{n}\left\{n P_{n+1}(t)-n P_{n}(t)\right\} \\
& =\alpha \sum_{n}\left\{(n+1) P_{n}(t)-n P_{n}(t)\right\}+\beta \sum_{n}\left\{(n-1) P_{n}(t)-n P_{n}(t)\right\} \\
& =\alpha \sum_{n} P_{n}(t)-\beta \sum_{n} P_{n}(t) \\
& =\alpha-\beta
\end{aligned}
$$

Here we used identity $\sum_{n} n P_{n-1}=\sum_{n}(n+1) P_{n}$ where summation is for all possible $n$. Then we have the dynamics of the first moment, expected value of the population size $\langle n\rangle$ as

$$
\begin{equation*}
\frac{d\langle n\rangle}{d t}=\alpha-\beta \tag{3}
\end{equation*}
$$

This is exactly the same differential equation for the deterministic model of immigration and emigration. This means that the expected value of $n$ just follows the same dynamics of the corresponding deterministic process. If we run simulation many times and calculate the average for each time $t$, the average (we call this ensemble average) should linearly increase or decrease as time passes.

## 3 Second moment dynamics

In the same way we derive the second moment dynamics by multiplying equation (1) with $n^{2}$ and summing up for all possible $n$.

The left hand side is

$$
\sum_{n} n^{2} \frac{d P_{n}(t)}{d t}=\frac{d}{d t} \sum_{n} n^{2} P_{n}(t)=\frac{d\left\langle n^{2}\right\rangle}{d t}
$$

and the right hand side is

$$
\begin{aligned}
& \sum_{n}\left\{\alpha n^{2} P_{n-1}(t)+\beta n^{2} P_{n+1}(t)-(\alpha+\beta) n^{2} P_{n}(t)\right\} \\
& =\alpha \sum_{n}\left\{n^{2} P_{n-1}(t)-n^{2} P_{n}(t)\right\}+\beta \sum_{n}\left\{n^{2} P_{n+1}(t)-n^{2} P_{n}(t)\right\} \\
& =\alpha \sum_{n}\left\{(n+1)^{2} P_{n}(t)-n^{2} P_{n}(t)\right\}+\beta \sum_{n}\left\{(n-1)^{2} P_{n}(t)-n^{2} P_{n}(t)\right\} \\
& =\alpha \sum_{n}(2 n+1) P_{n}(t)+\beta \sum_{n}(-2 n+1) P_{n}(t) \\
& =2 \alpha \sum_{n} n P_{n}(t)-2 \beta \sum_{n} n P_{n}(t)+\alpha+\beta \\
& =2(\alpha-\beta)\langle n\rangle+\alpha+\beta
\end{aligned}
$$

That is,

$$
\begin{equation*}
\frac{d\left\langle n^{2}\right\rangle}{d t}=2(\alpha-\beta)\langle n\rangle+\alpha+\beta \tag{4}
\end{equation*}
$$

$\operatorname{Var}[n]=\left\langle n^{2}\right\rangle-\langle n\rangle^{2}$, so the dynamics of the variance is given as

$$
\begin{aligned}
\frac{d}{d t} \operatorname{Var}[n] & =\frac{d}{d t}\left\langle n^{2}\right\rangle-\frac{d}{d t}\langle n\rangle^{2} \\
& =\frac{d}{d t}\left\langle n^{2}\right\rangle-2\langle n\rangle \frac{d}{d t}\langle n\rangle \\
& =2(\alpha-\beta)\langle n\rangle+\alpha+\beta-2(\alpha-\beta)\langle n\rangle \\
& =\alpha+\beta
\end{aligned}
$$

The variance linearly increases with time because $\alpha+\beta>0$. We have seen in simulation where initial state is set the same that the variance continues to increase as this analytical result suggests.

We now have derived the dynamics of $E[n]$ and $\operatorname{Var}[n]$ for the population size $n$ that is a stochastic variable.

$$
\begin{align*}
& \frac{d}{d t} E[n]=\alpha-\beta  \tag{5}\\
& \frac{d}{d t} \operatorname{Var}[n]=\alpha+\beta \tag{6}
\end{align*}
$$

## 4 Problem

1. Run the simulation and record the time sequence of the population size $n$ for 100 time step for many times. To make easy the calculation of average and variance, only population size should be written into the file separated with a white space.

Draw the dynamics of the average and the variance of the population size using Mathematica. Compare the simulation results and the analytic predictions of the average and the variance of the population size (5) and (6). Here in the simulation we allow "negative" population size to have good match.

# Stochastic immigration－emigration process 

```
In[1]:= << Graphics`MultipleListPlot`
In[2]:= << Statistics`DescriptiveStatistics`
```


## －Simulation by C

 ／Immigration model／immigration－migration／build／Development／＂］

Out［30］＝／Users／takasu／home／情報科学科の仕事／講義／平成18年度／H18
大学院講義／Immigration model／immigration－migration／build／Development
In［31］：＝data＝ReadList［＂data＂，Real，RecordLists－＞True］；
len $=$ Length［data］
Out［32］＝ 200

In［43］：＝gSimulation＝
MultipleListPlot［data，PlotJoined $\rightarrow$ True，SymbolShape $\rightarrow$ None，PlotRange $\rightarrow\{0,40\}$ ］


Out［43］＝－Graphics－

In［34］：＝dataT＝Transpose［data］；
In［35］：＝averageDyna＝Map［Mean，dataT］
Out $[35]=\{10 ., 10.16,10.22,10.23,10.3,10.385,10.48,10.57,10.635,10.61,10.76$ ， $10.965,10.985,11.105,11.18,11.3,11.425,11.47,11.565,11.695,11.79$ ， $11.835,11.9,12.155,12.255,12.365,12.575,12.685,12.77,12.925,13.07$ ， $13.17,13.275,13.375,13.515,13.67,13.66,13.72,13.85,13.98,14.165$ ， $14.31,14.47,14.56,14.72,14.755,14.81,14.91,14.98,15.115,15.255$ ， $15.33,15.42,15.5,15.595,15.7,15.76,15.775,15.855,15.89,15.97$ ， $16.075,16.13,16.145,16.265,16.365,16.335,16.425,16.535,16.59,16.77$ ， $16.89,17.045,17.155,17.275,17.325,17.545,17.68,17.765,17.875,17.99$ ， $18.075,18.13,18.285,18.46,18.57,18.625,18.73,18.775,18.865,18.955$ ， $19.005,19.15,19.24,19.365,19.54,19.66,19.805,19.83,19.915,20.11\}$

```
In[44]:= Fit[averageDyna, {1, t}, t]
Out[44]=9.83104+0.100905t
In[45]:= gAverage = ListPlot[ averageDyna, PlotJoined }->\mathrm{ True, PlotStyle }->\mathrm{ RGBColor[1, 0, 0]]
```



```
Out[45]= - Graphics .
In[46]:= Show[gSimulation, gAverage]
```



```
Out[46]= - Graphics -
In[47]:= varianceDyna = Map[VarianceMLE, dataT]
Out[47]= {0., 0.4644, 1.0316, 1.5971, 1.99, 2.57678, 2.9996, 3.4251, 3.90178,4.2479,4.4924,
    4.74378,5.29477,5.76398,6.1576, 6.71, 7.51438, 7.7591, 8.30578,8.59198,
    9.1359, 9.98777, 10.06, 10.871, 10.61, 10.7018, 11.0244, 11.4458, 11.9671,
    12.3594, 12.5651, 12.9311, 12.7894, 13.2844, 14.0798, 14.5111, 15.3244, 15.2516,
    16.6475,17.5496,17.8578, 18.5739,18.9291, 19.6464, 19.3116, 20.355, 20.7239,
    21.1019, 22.1196, 22.9818, 23.19, 23.6411, 23.7236, 23.34, 24.241, 24.6,
    25.5324, 26.4044, 26.314, 26.9079, 27.0291, 27.1594, 27.6231, 28.334, 29.4048,
    30.0818, 29.6028, 29.7844, 30.2088, 31.0919, 32.0571, 31.9179,32.453,33.231,
    33.9094, 35.0694, 34.878, 34.9476, 35.0598, 35.5594, 36.6599, 38.1494, 38.6931,
    39.5638,40.0284,40.7651,41.6944,42.2071,43.6244,44.2668,44.533,45.435,
    44.2775,44.6224, 45.9818,46.4884,47.5544,47.947,47.9311, 49.7878,49.9979}
In[48]:= Fit[varianceDyna, {1, t}, t]
Out[48]= -1.64747+0.486539t
```

In[49]:= ListPlot[varianceDyna, PlotJoined $\rightarrow$ True]


Out[49]= - Graphics -

